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Some fun end topics:
(1) Probabilistic sketching: Bloom filters, MinHash, HLL
(2) NP-hardness of video games
(3) NP-hardness of Olympic routine construction



SKETCHING ALGORITHMS

• Sub-linear space algorithms

• Family of algorithms for representing big data as small probabilistic 
data structures called "sketches"

• Fast accurate estimates of cardinality, quantiles, frequency 
distributions, set membership, majority element, etc.

• Widely used: routers, databases, search, etc.



SKETCHES COMPOSE
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Sketches are compressed summaries that can be computed on.



SET MEMBERSHIP PROBLEM

• Given a stream of items, I want to know if a particular item was 
seen.
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BLOOM FILTERS

• Modified bitstring, where we use multiple hash functions

• When an item is inserted, set all of the hashed bits

• To query, see if all of the hashed locations are set to 1

• False positives are still possible, but less likely, given the right choice of number 
of hash fucntions.

https://en.wikipedia.org/wiki/Bloom_filter

https://en.wikipedia.org/wiki/Bloom_filter


COUNT DISTINCT PROBLEM

• How many distinct items exist in a list? [Flajolet, Martin, Ziv Bar-
Yossef]
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• Expected minimum is about 
1

𝑛+1
, so we 

need 𝑂(log(𝑛)) bits of storage.



(HYPER)LOGLOG COUNTING [FLAJOLET, ET AL]

◪
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◊
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☼

Objects in Set

Minimum value

0.001100100…
0.100110110…
0.010110101…
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5
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• Only need to store the order of magnitude to get a good estimate, so 
can compress hashed values.

• With some correction terms, get errors that are 𝑂
1

𝑘
, where 𝑘 is 

number of buckets / iterations.

• But need only 𝑂(log log 𝑛 ) space.



• Union cardinality
o Cardinality of the union of sets is lossless with HLL
o Determine the largest value for each bucket (iteration)
o Estimate cardinality using the new sketch

3 6 4 1 5 2 2 4

2 3 3 4 2 3 1 6

5 3 1 0 7 4 3 3

5 6 4 4 7 4 3 6

• Intersection cardinality
– Use inclusion-exclusion principle: 𝐴 ∩ 𝐵 = 𝐴 + |𝐵| − |𝐴 ∪ 𝐵|
– Only accurate if the union and intersection cardinalities are 

comparable.

– Complexity grows exponentially with number of sets

https://research.neustar.biz/2012/12/17/hll-intersections-2/

HYPERLOGLOG SET OPERATIONS



JACCARD INDEX [JACCARD, 1902]

• Measures the similarity 
between two sets by

 𝐽 𝐴, 𝐵 =
|𝐴∩𝐵|

𝐴∪𝐵
.



MINHASH [BRODER, 1997]

𝐴

𝐵

permutations

𝑃𝑟𝑜𝑏 min 𝐴 = min 𝐵 =
𝐴 ∩ 𝐵

𝐴 ∪ 𝐵
= 𝐽(𝐴, 𝐵)

Can estimate Jaccard index from empirical probabilities!



MINHASH [BRODER, 1997]

𝐴

𝐵

permutations Hash function

𝑃𝑟𝑜𝑏 min 𝐴 = min 𝐵 =
𝐴 ∩ 𝐵

𝐴 ∪ 𝐵
= 𝐽(𝐴, 𝐵)

𝑶 𝒍𝒐𝒈 𝒏  𝒃𝒊𝒕𝒔

Can estimate Jaccard index from empirical probabilities!

 Minimum Hash 1 for sets A and B

 Minimum Hash 2 for sets A and B

 Minimum Hash 3 for sets A and B
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MINHASH: A WORKED EXAMPLE
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HLL+MINHASH FOR A LARGE CLINICAL DATABASE

• How many distinct patients (cardinality) match a Boolean query?

• Create an HLL and MinHash sketch for each concept (diagnosis, 
medication, etc.)

• UNION (patients with X or Y)
o HLL to combine concepts with no accuracy loss

• INTERSECTION (patients with X and Y)
o HLL and MinHash with some accuracy loss

• Can combine multiple unions and intersections 



NATIONAL CLAIMS DATA (70M PATIENTS)
Timing 7 Boolean queries

Query
Accuracy Performance (Seconds)

SQL Sketch Error SQL Sketch Ratio

Diagnoses 51,015,187 51,300,000 0.56% 628.5 0.033 19,046

Diagnoses OR Medications 55,719,749 55,900,000 0.32% 812.0 0.023 35,304

Diagnoses AND Medications 18,574,415 18,800,000 1.21% 1234.9 0.030 41,161

Hypertension AND Diabetes 2,848,997 2,820,000 1.02% 133.5 0.026 5,133

(Age 45-64 OR Age 55-64) 

AND Female AND Diabetes
757,555 774,000 2.17% 105.8 0.043 2,459

Chronic pancreatitis AND 

Ulcerative colitis
1,712 1,860 8.64% 1.5 0.030 50

Database Size (GB): 4,300 5.3
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SKETCHES: PROS AND CONS

• Pros:

o Small memory footprint

o Composable, so good for parallel processing

o After sketches are created, can run fast computations

• Cons:

o Initial overhead of computing sketch

o Can give inexact or wrong answers

o Sometimes more complicated to implement

o Have to design a specific sketch for each query type (set membership, item 
frequency, union cardinality, nearest-neighbors, Jaccard index, etc.)



TYPICAL GAMES AND COMPLEXITY

• Starting point: a popular game.

• Ingredients:

o Sequence of decisions that have to be made by 
the player.

o A score to be optimized.

• Modifications:

o Need some natural generalization to allow for 
arbitrarily large input sizes for complexity and 
hardness to make sense.

o May sometimes simplify certain rules or assume 
rational behavior from players.

17



3SAT ≤𝑷 SUPER MARIO BROS

• 3SAT Elements:

o Collection of Boolean variables 𝑥1, … , 𝑥𝑛

o Collection of literals 𝑡1, … , 𝑡𝑚, where each 𝑡𝑗 = ¬𝑥𝑖 or 𝑡𝑗 = 𝑥𝑖 for some 𝑖.

o Collection of clauses 𝐶1, … , 𝐶𝑘, where each 𝐶𝑘 = 𝑡𝑗1
∨ 𝑡𝑗2

∨ 𝑡𝑗3
.

o Is there a setting of the Boolean variables that makes all clauses true.

• Reduction strategy given in “Classic Nintendo Games are (Computationally) 
Hard” by Greg Aloupis, Erik Demaine, Alan Guo, and Giovanni Viglietta, 2015. 
Theoretical Computer Science. Part of Special Issue on Fun With Algorithms 
conference. (2012 arxiv)

o Question: given a known Mario map, can you finish the level? (path reachability 
problem)

o Strategy: force Mario to set variables by choosing a path through the level that 
reaches particular points – variable are set if you can reach that side of the variable 
gadget.

18



FRAMEWORK FROM [ADGV15]

19



GADGETS
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Start Gadget
End Gadget

[ADGV15]



VARIABLE GADGET

21

Variable Gadget



CLAUSE GADGET
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FIXING GRAPH PLANARITY

23

Crossover Gadget



SUPER MARIO BROS IS PSPACE-COMPLETE

• NP ⊆ PSPACE

• Open question about whether they are equal. Most people think they are not.

• Super Mario Bros is PSPACE-complete. Therefore, it is in NP only if 
NP=PSPACE.

24



REACHABILITY METASTRATEGY [ADGV15]

• Proves many generalized games are NP-hard

• Super Marios 1-3, Super Mario World

• Donkey Kong Country 1-3

• Legend of Zelda

• Metroid games

• Pokemon role-playing games

25



STRATEGY IN OLYMPIC SPORTS

26



ROUTINES = SEQUENCE OF DECISIONS

• Back handspring

• Back double salto stretched with 
two turns

• Front salto stretched with full turn

• Front double salto tucked

• Thomas (Arabian) stretched

27

• Tempo Salto

• Back salto 3/2 turn

• Front salto 3/2 turn

• Split press to Japanese 
handstand

• Double Arabian pike salto

3/2 salto backwards with 3/2 

twists named after Kurt Thomas

Natural generalization to larger input sizes in 

the form of new moves invented by competitors



SCORING A ROUTINE – BASIC COMPOSITIONAL SCORE

• Compositional scoring assigns each skill a point 
value, which are added together, as in the below 
figure skating free skat base value.

28



OPTIMAL ROUTINE CONSTRUCTION

• Let’s construct a routine:

• You know the following skills:

o Handstand: 1.0pt

o Front flip: 1.5pt

o Back flip: 1.6pt

o Cartwheel: 0.8pt

o Splits: 0.9pt

• What is the optimal routine of length 10?

29

Compositional scoring can lead to degenerate routines.



2004 ATHENS GYMNASTICS CONTROVERSY
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CODE OF POINTS
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170 page-long Men’s Artistic Gymnastics 

2022-2024 code of points



INDEX OF SKILLS IN CODES OF POINTS
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FOUR TYPES OF MODIFICATIONS

1. Anti repetition within a class (possibly 
overlapping classes)

2. Element group penalty (non-overlapping 
element groups)

3. Connection bonuses

4. Graph structure / incomplete graphs

33



GRAPH STRUCTURE/
INCOMPLETE GRAPHS

34

• Physical constraints

• Positions

• Momentum

• May differ between athletes, so 
can be part of the problem 
instance.



FORMAL STRUCTURE OF PROBLEM

35

• The input to the problem is the set of skills an athlete can perform, their point 
values as defined in the Code of Points, the deductions on each skill the athlete 
will receive, and the total number of additional scoring rules.

• Decision Problem: given a rational scoring function f(S) defined by the scoring 
rules over the set of possible routines, does there exist a routine scoring at least 
X points.

• Optimization Problem: what is the highest scoring routine an athlete can 
perform? 



SCORING RULES

36

Basic compositional scoring on a routine

where           is the point value of the skill and          is 

the deductions for improper form on that skill. 

Anti-repetition rule (ρ, k) where ρ ⊆ Σ  and k ∈ N.

For                       , define                          as a 

bitstring specifying if each skill is recognized for 

points and must satisfy Anti-repetition rules. 

Element group rule            where            and       is 

the point value associated. Let indicator variable 

specify whether EG rule j is satisfied.

Connection rule                  where      and     are the 

two consecutive skills and       is the amount of bonus 

points to be given. 

Incomplete Graph rule is an adjacency matrix C of a 

directed graph. All routines must be paths on the 

adjacency matrix to score non-zero points.
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SCORING RULES
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SCORING RULES
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SCORING RULES
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EASY REDUCTIONS BETWEEN CLASSES

• IncompleteGraph reduces to Connection because you can encode an 
unweighted incomplete graph as a weighed complete graph with negative infinite 
weights on missing edges.

• IncompleteGraph+Connection can still be reduced to just Connection.

• ElementGroup reduces to AntiRepetition because element groups have to be 
non-overlapping. Thus, we can create a copy of all the skills. Within the copy of 
the skills, cannot repeat any element group for points, so only makes sense to 
use the “copied” skill once to get the element group bonus.

• In fact, ElementGroup+AntiRepetition can be reduced to just AntiRepetition.
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(NON)HIERARCHICAL  ANTI-REPETITION 

• Note that we consider Non-hierarchical to imply Hierarchical because there is 
always a subset of the non-hierarchical rules that is hierarchical.

• We make this distinction because this significantly changes the complexity 
classes, and very often Codes of Points with even complicated anti-repetition 
rules are hierarchical.

• Aside: we use the distinction hierarchical instead of non-overlapping, because 
this allows hierarchical to include prohibiting repeating individual skills, as well as 
element group bonuses, and a limit on the total number of skills allowed.

42



HIERARCHICAL  ANTI-REPETITION IS IN P

• We solve this by transforming the problem into a minimum-cost maximum-flow 
problem, which can be solved in polynomial time via linear programming.

• Encode all of the anti-repetition rules into a tree (possible by hierarchy), with the 
top-level root corresponding to anti-repetition on the class of all skills (i.e. the 
length of the routine) and the bottom-level leaves being anti-repetition on 
individual skills. Each node’s capacity is the number of times it can be repeated.

• Use standard in- and out- node duplication trick to convert node capacities into 
edge capacities for flow problem, and assign a negative weight according to the 
point values.

• We then introduce a source pointing at the leaves and a target coming from the 
root.
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NON-HIERARCHICAL ANTI-REP IS NP-HARD

• Reduction from positive one-in-three-SAT (1-in-3-SAT+), where we are given a 
family of Boolean variables and a collection of triples. The task is to determine if 
there exists an assignment of the variables such that each triple has exactly one 
true variable.

• Our reduction encodes each variable as a skill worth 1 point.

• The clauses are encoded as a pair Anti-repetition rules such that each skill within 
a clause can only be performed once for credit, but also if no skill from a clause 
is performed, there is a large penalty.

o Anti-repetition rule with three skills in a similarity class, allowed to repeat once.

o Anti-repetition rule with all other skills in a similarity class, but allowed to repeat m-1 
times, where m is the length of the routine.

• Routine worth m points thus gives a solution to 1-in-3-SAT+.
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CONNECTION IS IN P

• Recall that routines are of fixed length m. We can therefore use dynamic 
programming.

• Consider fully connected directed graph with weights on the nodes 
corresponding to skills and weights on the edges corresponding to connection 
values.

• For any given starting node, can find optimal path of length m in O(n3m) time.

• Corollary: IncompleteGraph is also in P.

• Corollary: Connection+IncompleteGraph is in P.
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COMPLEXITY OF RULE CLASSES
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COMPLEXITY OF RULE CLASSES
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HIERARCHICAL ANTI-REP+INCOMPLETE GRAPH IS 
NP-HARD

• Reduction from Hamiltonian path, where the goal is to find a a simple path 
through a directed graph such that every node is visited exactly once.

• Encode each node as a skill, with point value 1 and deduction 0. Add an anti-
repetition rule for every skill so that we only get credit for each skill once.

• Now let’s set m=n. A routine scoring m points thus must go through every skill 
exactly once, while respecting the incomplete graph.

• Corollary: Hierarchical Anti-rep+Connection is also NP-Hard.
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COMPLEXITY OF RULE CLASSES
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COMPLEXITY OF RULE CLASSES
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CHOICE OF SPORTS TO CLASSIFY

• Olympic Sports only, otherwise would have to determine how to classify various 
styles of competitive dance.

• Some sports were excluded for not having objective Codes of Points:

o Equestrian (Dressage)

o Snowboarding (Big Air, Halfpipe, Slopestyle)

• Some sports were excluded for only allowing routines of at most 1-2 skills

o Diving

o Vault (in artistic gymnastics)

o Double mini-trampoline

51



SKIING

• Most skiing events scored on time, so irrelevant for complexity.

• Left with 5 freestyle events based on aerial tricks:

o Aerials and Big Air: twists and turns during single jump off ramp

o Slopestyle and Halfpipe: series of tricks going down a course

o Mogul: skiing around bumps and performing occasional tricks of ramps 
(Air component identical to other events)

• The is an Incomplete Graph – e.g. impossible to flip both backwards 
and forwards in a single jump.

• No real anti-repetition rule – athletes can repeat the same trick

o Slight complication with Aerials/Big Air because two routines allowed.

o Athletes “encouraged” to do different tricks in Slopestyle and Halfpipe, 
but this is not enforced by objective scoring.
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FIGURE SKATING

• Focus on Free Skate (Men’s, Women’s, Pair)
o Dance events focus on artistry and disallow difficult tricks.

o Short Program requires performing 7 required skills, so 
technically Hamiltonian path, but athletes are allowed to 
reset position so it’s a complete graph.

• We will ignore artistic score and focus only on technical 
Elements score.

• Jump combinations are treated as higher scoring 
individual skills, so simply increase the space of skills by a 
polynomial factor.

• Individual skills may be repeated, but skills within each of 
four categories can only be repeated a limited number of 
times. Thus, Hierarchical Anti-Repetition.

• 10% fatigue bonus for skills in second half, but our routine 
construction rules for Hierarchical Anti-Repetition don’t 
care about order, so can place higher scoring skills later.
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GYMNASTICS

54

• Lots of different events across rhythmic gymnastics, 
trampoline, and artistic gymnastics—we only look at the 
ones with nontrivial routine construction and ignore 
artistic scores.

• Combinations of anti-repetition, element group, 
connection, and incomplete graph rules.

• In actuality a lot of additional special case rules that do 
not fall into those four categories, but luckily does not 
matter for NP-hardness.



CLASSIFICATION OF ROUTINE SPORTS
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HONORABLE MENTION: ARTISTIC SWIMMING

• Technical routine has degrees of difficulty, element groups, etc. 
However, the set and sequence of skills is fixed for all competitors, so 
there is no sense of routine construction.

• Free routine and highlight routine allow athletes to construct their own 
routines, but don’t have objective scoring component.

• Proposed 2022 artistic swimming code of points introduces element-
based scoring for all events, but not yet in place yet.

• They introduce a new type of scoring rule, the systematic creation of 
“hybrid” skills. Whether the new rules are NP-hard depends on the 
interaction of hybrids with the other rules.
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SUMMARY

• Olympic sports can be FUN!

• Attempts to formalize human artistic and subjective 
judgment into a comprehensive set of rules leads to 
NP-hard problems.

• Gymnastics is hard! But skiing and figure skating are 
(computationally) easy.
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